
Learning from Cyber Incidents: 
Adapting Aviation Safety Models 
to Cybersecurity

Papers We Love: JIT Winter Revival
December 14, 2021

John Benninghoff







Why even do this?



Methodology

• Conducted a virtual workshop 
in nine sessions over four 
months in spring 2021
• Included presentations by 

NTSB and other experts from 
government, law, academia, 
and security practitioners
• David Woods led a session on 

‘Learning from Other 
Domains’



Findings

1. Third party and in-house investigations are no substitute for 
objective, independent investigations

2. Companies are unlikely to fully cooperate under a voluntary 
regime

3. Product, tool, and control failure must be identified in an 
objective manner

4. Findings may be sensitive but should be disseminated as 
widely as possible

5. Fact finding should be kept separate from fault finding
6. “Near Miss” reporting can complement incident investigations



Practical Takeaways

• A recurring theme is discussion of blame, and how NTSB 
specifically avoids assigning liability in accident investigations; 
adopt the ‘blameless post-mortem’ approach and ‘Just Culture’
• There are domain-specific challenges unique to Security; don’t 

blindly copy what works in aviation safety
• Near Miss reporting is an important complement to incident 

investigation; share stories of the close calls



Conclusion
“Secret knowledge is mysticism, not science or engineering. We heard
a great deal in our workshop about how various groups have access to
useful data which drives decisions that they believe are good. Yet the
decisions they come to are different, which has a cost both to those
trying to comply with the advice, and in the credibility of the advice.
There are certainly challenges: informing opponents, ranging from
threat actors to lawyers, of what you know can be worrisome.
Subjecting one’s reasoning to criticism is scary. It is also a constant in
fields with high rates of engineering success, ranging from bridge
building to medical device manufacture. The consequences for leaving
the field of cybersecurity in a prolonged adolescence are now too
great; it’s time for us to grow up.”



Questions and Discussion
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